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Als je later groot bent, krijg je misschien geen baan

We hebben geen idee hoe de arbeidsmarke er in 2050 uit zal zien.
We zijn het er met zijn allen wel over eens dat machine learning en
robotica bijna alle beroepen zullen veranderen, van yoghurtprodu-
cent tot yogaleraar. Er zijn echter nogal wat strijdige ideeén over de
aard van die verandering en hoe snel die zal optreden. Sommigen
geloven dat miljarden mensen over een luttele tien, twintig jaar in
economisch opzicht al volslagen overbodig zullen zijn. Anderen be-
weren dat automatisering zelfs op de langere termijn nieuwe banen
en meer welvaart voor iedereen zal blijven genereren.

Dus hoe zit het nu, staan we op het randje van angstaanjagen-
de troebelen of zijn zulke voorspellingen het zoveelste voorbeeld
van ongegronde vooruitgangshysterie? Dat is moeilijk te zeggen.
Angsten dat automatiseren tot massale werkloosheid zal leiden
kwamen al op in de negentiende eeuw en tot dusver zijn ze nooit
uitgekomen. Sinds het begin van de industrigle revolutie kwam er
voor elke baan die door een machine werd overgenomen minstens
één nieuwe baan bij en is de gemiddelde levensstandaard drama-
tisch gestegen.' Toch zijn er goede redenen om aan te nemen dat
het dit keer anders is en dat machine learning een echte game-
changer is.
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Memsen iebben twee soorten vaardigheden: fysicke en cognitic
ve, Inhet verleden concurreerden nuchines vooral met mensen op
het terrein van bruut fysick vermogen en bleven mensen cen im-
mense cognitieve voorsprong op machines houden. Fysieke arbeid
in de agrarische en industrigle sector werd geautomatiseerd, maar
tegelijk verschenen cr nicuwe banen in de dienstensector die cog-
nitieve vaardigheden vergden die alleen mensen hadden: leren,
analyseren, communiceren en vooral het begrijpen van menselij-
ke emoties. A1 begint mensen echter in steeds meer van die vaar-
digheden voorbij te streven, zelfs in het begrijpen van menselijke
emoties. We kennen geen derde werkrerrein — naast het fysicke
en het cognitieve - waarin mensen de machines altijd ver voor zul-
len blijven.

Het is van cruciaal belang om te beseffen dat de ar-revolutie niet
alleen draait om computers die steeds sneller en slimmer worden,
maar wordt versterkt door doorbraken in de biowetenschappen
en de sociale wetenschappen. Hoe meer we begrijpen van de bio-
chemische mechanismen die achter menselijke emoties, verlan-
gens en keuzes zitten, des te beter computers kunnen worden in
hetanalyseren van menselijk gedrag, het voorspellen van menselij-
ke beslissingen en het vervangen van menselijke chauffeurs, ban-
kiers en juristen.

In de laatste decennia zijn wetenschappers er dankzij onderzoek
op terreinen als de neurowerenschap en de gedragseconomie in
geslaagd om de mens te hacken en met name veel meer inzicht
te krijgen in de manier waarop mensen beslissingen nemen. Wat
blijkt nu? Onze keuzes op het gebied van van alles, van voeding
tot partners, vloeien niet voort uit een mysterieuze vrije wil, maar
uit miljarden neuronen die in een fractic van een seconde allerlei
kansberekeningen uitvoeren. De veelgeprezen ‘menselijke intui-
tie’ is gewoon een kwestie van patroonherkenning.? Goede chauf-
feurs, bankiers en juristen hebben geen magisch intuitief inzicht
in de werking van het verkeer, investeringen of onderhandelingen,
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ze herkennen gewoon bepaalde repeterende [mttoncir en hunnen
daardoor onvoorzichtige voctgangers, onverstindipge leners en
oneerlijke boeven identificeren en proberen ¢ vermijden. Verder
blijkt dat de biochemische algoritmen in de mensclijke hersenen
verre van perfect zijn. Ze werken met heuristieken, shorteuts en
verouderde circuits die beter zijn aangepast aan het leven op de
Afrikaanse savanne dan aan het hectische bestaan in de grote stad.
Geen wonder dat zelfs goede chauffeurs, bankiers en juristen soms
domme fouten maken.

Dit houdt in dat a1 de mens zelfs kan overtreffen in taken die zo-
genaamd ‘intuitie’ vereisen. Als je denkt dat A1 met de menselijke
ziel moet concurreren in termen van mystick aandoende voorge-
voclens, ja, dan klinkt dat onmogelijk. Maar als ar cigenlijk alleen
maar met neurale netwerken hoeft te concurreren in het bereke-
nen van mogelijke vitkomsten en het herkennen van patronen,
dan klinkt dat al een stuk minder onoverkomelijk,

AT kan met name beter zijn in taken die een intuitief inzicht in
andere mensen vergen. Veel bezigheden - zoals een auto besturen in
een straat vol voetgangers, geld uitlenen aan vreemden of onder-
handelen over een zakelijke deal - vereisen een vermogen om de
emoties en verlangens van andere mensen correct in te schatten.
Rent dat kind zo meteen de weg op? Wil die man in dat paker met
mijn geld vandoor? Zal die jurist zijn dreigementen waarmaken
of zit hij alleen maar te bluffen? Zolang we dachten dat dergelij-
ke emoties en verlangens aan een immaterit¢le geest ontsproten,
leek het logisch dat computers nooit in staat zullen zijn om men-
selijke chauffeurs, bankiers en juristen te vervangen, want hoe kan
een computer de door God geschapen menselijke geest bevatten?
Maar als die emoties en verlangens in wezen niet meer zijn dan
biochemische algoritmen, dan is er geen reden waarom computers
die algoritmen niet zouden kunnen ontcijferen, en nog een stuk
beter dan de gemiddelde homo sapiens ook.

Een chauffeur die de bedoelingen van een voetganger voorspelt,
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cen bankior die de betroawhaarlieid van cen potenticéle lener i
schidt ereen jurist die de stemming aan de onderhandelingstatel
peift, hebben peen hekseri nodig om hun werk 1e doen, Ze weten
het zelf nict, maar hun hersenen herkennen biochemische Jrrtro
nen door het analyseren van gezichisuitdrukkingen, stembuipin
gen, ?:F:ucér.mm:mc: cn zelis :nrﬁ.:d@oc_ﬁ.z. Een an die met Je
juiste sensoren is uitgerust zou dat allemaal veel preciezer en be
trouwbaarder kunnen dan een mens.

De dreigende teloorgang van banen vioeit dus nict alleen viors
uit de opkomst van de inforech, maar uit de samenloop vai inlo
tech en biotech. D¢ weg van de fMR1-scanner naar de arbeidsiar b
is lang en kronkelig, maar hij kan al binnen een paar decentnia a
gelegd zijn. Wat hersenwetenschappers nu leren over de i ypelaba
en het cerebellum zou ervoor kunnen zorgen dat computers ey
selijke psychiaters en bodyguards in 2050 zullen overtreflen.

Al staat niet alleen klaar om mensen te hacken en z¢ voorbij e
streven in vaardigheden die tot nu toe uniek menselijk waren, het
heeft daarnaast ook unieke niet-menselijke vaardigheden, waar
door het verschil tussen een A1 en een menselijke arbeider ecrder
een soortelijk verschil is dan een gradueel verschil. Twee van de
belangrijkste niet-menselijke vaardigheden die a1 heeft, zijn con-
nectiviteit en updatebaarheid.

Mensen zijn individuen en daardoor is het moeilijk om ze met
elkaar te verbinden en te zorgen dat ze allemaal up-to-date zijn,
Computers zijn daarentegen geen individuen en ze zijn makkelijk
te integreren in een flexibel netwerk. Het gevaar is dus nict dat
miljoenen individuele menselijke arbeiders worden vervan gen
door miljoenen individuele robots en computers, maar ccrder da
individuele mensen vervangen worden door een geintegreerd net
werk. Als we nadenken over automatisering is het dus nict slim om
de vermogens van één menselijke chauffeur te vergelijken met die
van éen zelfrijdende auto, of die van één menselijke arts met die
van één al-dokter. In plaats daarvan moeten we de Yermogens van




ncintagiscin LR EIAE a1

cen verzameling mensclijke individuen verpelifhen met de vermio-
gens van een geintegreerd nerwerk.

Een voorbeeld. Veel chauffeurs kennen niet alle verkeersregels,
die ook nog wel eens veranderen, dus overtreden ze dic vaak.
Daar komt nog bij dat elk voertuig een autonome entiteit is, dus
als twee voertuigen tegelijk hetzelfde kruispunt naderen, kunnen
de chauffeurs hun bedoelingen onduidelijk weergeven en botsen.
Zelfrijdende auto’s kunnen echter allemaal met elkaar verbonden
worden. Als twee van die voertuigen hetzelfde kruispunt naderen,
zijn ze niet echt twee aparte entiteiten, want ze maken beide deel
uit van een en hetzelfde algoritme. De kans dat ze slecht communi-
ceren en op elkaar botsen is dus veel kleiner. En als het ministerie
van Verkeer en Waterstaat besluit een verkeersregel te verande-
ren, kunnen alle zelfrijdende auto’s heel gemakkelijk geiipdatet
worden, allemaal op hetzelfde moment, en tenzij er een bug in het
programma zit, zullen ze de nieuwe regel allemaal keurig gaan vol-
gens

Er gebeurt min of meer hetzelfde als de Wereldgezondheids-
organisatie een nieuwe ziekte vindc of als een laboratorium een
nieuw medicijn produceert. Dan is het bijna onmogelijk om die
nicuwe informatie bij alle menselijke artsen in de wereld te lorij-
gen. Maar zelfs als er tien miljard ar-artsen op de wereld zijo - die
elk de gezondheid van één menselijk wezen in de gaten houden
- kun je dic allemaal in een fractie van een seconde updaten en
ze kunnen hun eigen feedback over nieuwe ziekten of medicijnen
allemaal aan elkaar doorgeven. Die potentiéle voordelen van con-
nectiviteit en updatebaarheid zijn zo enorm dat het in elk geval
op sommige werkterreinen logisch kan worden om a/le mensen te
vervangen door computers, zelfs als sommige individuele mensen
het altijd nog beter doen dan de machines.

Hier valt tegen in te brengen dat we de voordelen van indivi-
dualiteit verliezen als we van individuele mensen overstappen op
een computernetwerk. Als één menselijke arts bijvoorbeeld iets
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verkeerd insehar, feidt dur met 1or de dood van alle patiénten in
de wereld en hij houdt ook de canwildeeling van alle nicuwe medi-
cijnen niet tegen, maar als alle artsen o wezen één systeem zijn en

zo'n systeem een four maalke, dan kan dat catastrofaal uitpakken.
In feite kan een geintegreerd noaﬁ:ﬁﬁmwwnmma echter de voor-
delen van connectiviteit maximaliseren zonder de voordelen van
individualiteit te verliezen. Je kunt een veelvoud aan verschillen-
de algoritmen op één netwerk laten runnen, zodat een patiénte
in een afgelegen oerwouddorpje met haar smartphone niet alleen
één arts kan bereiken die alie beslissingen neemt, maar honderd
verschillende a1-dokters, waarvan de relatieve prestaties constant
naast elkaar worden gelegd. Bevait je niet wat je te horen krijgt
van de 1BM-arts? Geen probleem. Zelfs als je ergens op een helling
van de Kilimanjaro bent gestrand, dan nog kun je net zo makkelijk
de Baidu-arts raadplegen voor een second opinion.

De voordelen voor de menselijke samenleving zullen waarschijn-
lijk immens zijn. a1-artsen kunnen miljarden mensen veel betere
en goedkopere gezondheidszorg bieden en dat geldt al helemaal
voor mensen die momenteel helemaal geen zorg krijgen. Dankzij
lerende algoritmen en biometrische sensoren zou een arme dor-
pelinge in een onderontwikkeld land via haar smartphone veel
betere gezondheidszorg kunnen krijgen dan de rijkste persoon op
aarde nu krijgt in de meest geavanceerde zickenhuizen.’

Zo zouden zelfrij{dende auto’s mensen ook veel beter transport
kunnen bieden en met name ook het aantal sterfgevallen door au-
to-ongelukken kunnen verminderen. Op dit moment komen jaar-
lijks bijna 1,25 miljoen mensen om bij auto-ongelukken (rwee keer
zoveel dodelijke slachtoffers als oorlog, misdaad en terrorisme sa-
men maken).® Ruim negentig procent van die ongelukken wordt
veroorzaakt door uiterst menselijke fouten: iemand die dronken in
de auto stapt, iemand die een sms’je typt onder het rijden, iemand
die in slaap valt achter het stuur, iemand die zit te dagdromen in
plaats van op het verkeer te letten. De Amerikaanse National High-
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te economische en politicologische achtergrond hadden. 'Je kunt
net zo goed een landelijke volksstemming houden over de vraag of
Einstein alles wel goed had uitgerekend, of passagiers laten stem-
men over de landingsbaan die de piloot moet kiezen.”

Als puntje bij paaltje komt, draaien verkiezingen en referenda
niet om wat we denken, maar om ons gevoel, en als het op gevoel
aankomt, zijn Einstein en Dawkins geen haar beter dan wie dan
ook. De democratie gaat uit van het idee dat het menselijke ge-
voel een mysterievze, diepgaande ‘vrije wil’ weerspiegelt, dat deze
‘vrije wil’ de ultieme bron van gezag is en dat alle mensen even vrij
zijn, ondanks het feit dat sommigen misschien intelligenter zijn
dan anderen. Een analfabeet dienstmeisje heeft net zoveel vrije wil
als Einstein en Dawkins, dus tellen haar gevoelens - die vertegen-
woordigd worden door haar stem ~ net zo zwaar als die van ande-
ren,

Niet alleen kiezers, maar ook politici laten zich leiden door hun
gevoel. In het Brexitreferendum van 2016 werd de exitcampagne
geleid door Boris Johnson en Michael Gove. Na het aftreden van
David Cameron steunde Gove in eerste instantie Johnson in diens
gooi naar het premierschap, maar op het allerlaatste moment ver-
klaarde Gove dat hij Johnson niet geschikt vond voor die functie
en stelde hij zichzelf verkiesbaar. Goves actie, waarmee hij John-
sons kansen de grond in boorde, werd omschreven als een machia-
vellistische politieke moordaanslag.* Gove verdedigde zijn gedrag
echter door zich re beroepen op zijn gevoelens, met de verklaring:
‘Bij elke stap in mijn politieke leven heb ik me één ding afgevraagd:
“Wat is de juiste aanpak? Wat geeft je hart je in?™ Daarom, zei
Gove, had hij zo hard gevochten voor de Brexit en daarom voelde
hij zich geroepen om zijn voormalige bondgenoot Boris Johnson
een mes in de rug te steken en zelf een gooi te doen naar het hoog-
ste ambt -~ omdat zijn hart hem dat ingaf.

Dit vertrouwen op ons hart zou wel eens de achilleshiel van
de liberale democratie kunnen blijken, want zodra iemand (mis-
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schien in Peking, misschien in San Francisco) de tcchnologie in
handen krijgt om het mensclifl hart te hacken cn manipuleren, zal
de democratische politick verworden tot cen cmotionele poppen-

fcast.

Luister naar het aigoritme

Dit liberale geloof in gevoelens en keuzevrijheid van het individu
is niet vanzelfsprekend en heel oud is het ook al niet. Duizenden
jaren lang geloofden mensen dat alle gezag voortvloeide uit godde-
lijke wetten, dus niet uit het menselijke hart, en dat we het woord
van God dus moesten heiligen, en niet de menselijke vrijheid. Pas
in de laatste ecuwen ging het oppergezag van hemelse godheden
langzamerhand over op mensen van vlees en bloed.

Binnenkort zal er misschien nog een machtsverschuiving ko-
men, maar dan van mensen naar algoritmen. Zoals goddelijk gezag
werd gelegitimeerd door religieuze mythen en menselijk gezag ge-
rechtvaardigd door het liberale verhaal, zo zou de ophanden zijn-
de technologische revolutie wel cens het gezag van big-data-algo-
ritmen kunnen vestigen en het hele idee van individuele vrijheid
kunnen ondermijnen.

Zoalswe in het vorige hoofdstuk al zagen, suggereren wetenschap-
pelijke inzichten in de werking van onze hersenen en lichamcen dat
onze gevoelens geen puur menselijke, spirituele eigenschap zijn en
dat ze op geen enlkele manier een ‘vrije wil' weerspiegelen. Gevoe-
lens zijn gewoon biochemische mechanismen die alle zoogdicren en
vogels gebruiken om snel allerlei mogelijkheden om te overleven
en zich voort te planten in te schatten. Gevoelens zijn niet geba-
seerd op intuitie, inspiratie of vrijheid, ze zijn gebaseerd op bereke-
ning.

Als een aap, een muis of cen mens een slang ziet, komt er angst
in hem op, omdat miljoenen neuronen in de hersenen snel de rele-
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vante gegevens malopen en concluderen dat het zeer wel mogeligh
is dat dirv dodclijlc atloopt, Selsucle pevoelens ontstaan als andere
biochemische algoritmen cateuleren dat cen nabij idlividu dede
lijke mogelijkheden bicdt voor cen succesvolle paring, con sociale
band of een ander gewenst dock. Morcle gevoclens als verotmwaang

&mﬁm. schuldgevoel of vergevingspezindheid komen voort il
neurale mechanismen die zijn geévolucerd om samenwerking in
groepen mogelijk te maken. Al dic biochemische alporivmen zijn
in de loop van miljoenen jaren van evolutie bijgeslepen en verfijnd,
Als de gevoelens van een verre voorzaat fouten maakten, haalden
de genen die dat gevoel genereerden de volgende generatic niet.
Gevoelens zijn dus niet het omgekeerde van rationaliteit, mias
een belichaming van evolutionaire rationaliteit.

Meestal beseffen we niet dat gevoelens in wezen berckeningen
zijn, omdat het snelle calculatieproces zich buiten ons bewuste
waarnemingsveld afspeelt. We voelen de miljoenen neuronen in
de hersenen geen kansberekeningen uitvoeren over ons voorthe
staan en onze voortplanting, dus geloven we abusievelijk dat onze
angst voor slangen, onze voorkeur voor een bepaalde sekspartner
of onze opinies over de Europese Unie voortvloeien uit cen myste
rieuze ‘vrije wil’

Het liberalisme zit er dus naast met hert idee dat onze gevaclens
de weerspiegeling vormen van een vrije wil, maar tot nu toc werk
te dat vertrouwen op ons gevoel in praktisch opzicht best goed. Lir
was misschien niets magisch of vrijs te bekennen aan onve gevoe:
lens, maar ze waren wel de beste methode die we hadden om te
beslissen wat we wilden studeren, met wie we gingen trouwen en
op welke partij we zouden stemmen. Er was buiten mij geen enkel
systeem dat mijn gevoelens ooit beter zou kunnen begrijpen dan
ikzelf. Zelfs als de Spaanse Inquisitic of de Russische kG mie clie
minuut van elke dag zou bespioneren, dan nog hadden ze nict de
biologische kennis en de benodigde rekenkracht om de biochemi
sche processen achter mijn verlangens cn keuzes te hacken. et

Big Data is watehing you

was 4l met al nicteens 7o peloonn e beweren dat il een vinge wil
Bl omdat mgn wil voor el wered prevornud dasn deimerae
i van mnedifle kachiten dic menund van buatenad kon siea He
fon e tlusie koesterer dat e de Daas wan over mign eipen pelie
i mnedijhe wrens; butenstaanders zouden nooit echt kunnen
b ppen wat iy mifn hootd amging e hoe ik beslisstngen oam,

Hlet Diberatisme Tad dus geligh abs het mensen aanrandde hun
bt te volgen in plaats van de bevelen van een of andete prieste
nb appraratsjib, murar bet zal nsschien niet Ling mees daren voor
conputeralgoriimen betere adviscuis worden dan e eigen peveoe
fens. Als de Spaanse Inquisitic e de wan plaatsimken voor Goog,
e on Bardu zal de 'vrije wil hoogstwaarsehijnlifh ontmaskerd wor
den als con mythe en zou het liberalisme zipn prakitische voordelen
wel eons kunnen verbiezsen,

We zijn namelijk op cen punt belad waarop twee inpneas i
pujpende revolutics zich wegelijkertijd voltrekken. Awn de cne
Lant onteijferen biologen de mysterien van het nenseliple bicluam
en met name ook de hiersenen en ons gevoelsleven, Tepelijh biedt
deantormatica ons ongekende gegevensverwerkende vermogens,
Abvde biotechrevolutic gecombincerd wordtmet de infotechreve
ltse zal dhat big data-algoritmen opleveren die mijn gevaclens veel
Leter lkunnen monitoren en doorgronden dan ilgzell co dan zal er
waarschiplijl cen nachtsverschuiviog plaatsvinden van mensen
s computers, Mijn illusies over mijn viije wil zuflen vermocde
Ik verdwijnen ats ile dagelijls gecontronteerd word et instetlin
pen, prote bedrijven en overheidsinstantios dic dat wat altijd pvipn
ontoepankelijle binnenwereld was helemaal doorgronden en i
mpikeren.

I de medische wereld gebeart dital. De belangrijhste meciselhe
bealissingen in ons leven hangen nict af van hoe zick o gezond
we ons voclen en zels niet van de weloverwogen voorspellingen
vane ren arts, maar van de bereheningen van computers dic veel

meer van ons lichasom weten dan wip. Binnen cen paar Jevennia




